Classification of Melanoma Based on Clustering Channels RGB of Skin Scan Using Adaptive Light Weight Deep Learning System
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Abstract. Melanoma is considered to be a type of skin cancer that is characterised by symptoms of poor prognostic responses. In this paper, we propose a deep learning method using DCNNs, modifying the output layer and enhancing the features of skin scan images collected from Kaggle to be distinguished into two groups: melanoma and non-melanoma cells. The proposed modified three types of DCNN (MobilNet-v2, ResNet-18 and Squeeze Net) models have been tested in two experiments. In the first, the obtained values of training accuracy are (93, 95 and 91) % and the testing accuracy is (90.09, 90.54 and 90.4) %, using original datasets only. In the second experiment, the obtained values of training accuracy are (99.7, 96.3 and 92) % and the testing accuracy is (94.41, 94.14 and 91.43) %, The experimental findings show that the model utilized produces enhanced photos with more accuracy than original images.
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1. INTRODUCTION

Skin cancer has been a diffused disease worldwide. In recent decades, the appearance of melanoma or non-melanoma skin cancers has increased [1]. According to some references, the reduction of skin cancer happens when the growth of skin cells is out of control. Not Melanoma skin cancers are usually clustered as non-melanoma skin cancers [2]. The type of cancer that starts with pigment cells of the skin is called melanoma. Pigmented moles or marks that appear on the skin represent melanoma. It could be extended to other organs of the body. The main cause of melanoma is excessive exposure to the sun [3]. Over the last few years, convolutional neural networks (CNNs) have become precious tools for the classification of biomedical images and clinical diagnosis in multiple fields such as ophthalmology, histology, dermatology and radiology. Widespread deep learning techniques, especially CNNs, make the process of diagnosing these complex diseases easier, without the need for experts to deal with them or to understand their principles [4]. From a mathematical point of view, weights are millions of configurable parameters of functions called deep neural networks. For a task of image classification, these weights are changed where the pixel intensities of an input image are assigned to a class label probability [5].

In medical imaging, CNNs are the most popularly adopted algorithms and are used for multiple tasks such as the classification of images, detection of objects, and super-resolution. However, the bulk of accurate computer-aided diagnoses is image segmentation [6]. To gain a segmentation mask and CNN network, a Classical K-means classifier is used; a CAD system is also used in the detection of melanoma. The necessity of keeping the region of interest (ROI) to make Classification performance, depends on detecting the skin lesion and cutting Remove any unnecessary areas from the image. The aim of detecting a single melanoma and classifying it is different from the detection of objects with multi-class in a large image, which provides a high ratio of the area in the clinical image [7].
Our participation includes First, we provide a fully automated feature extraction-based melanoma detection approach. Next, following classification using ResNet 18 and thorough evaluation, carry out a thorough assessment of our model's efficacy and generalization capacity using HAM10K. Second, in order to achieve a high degree of classification accuracy, our suggested approach focuses on segmenting and improving medical images. In the end, we have developed a novel approach for training large datasets on low-end computing resources.

2. RELATED WORK

The concept of using Convolutional Neural Networks, used an approach in case-based reasoning (CBR) system for the classification of skin lesions and early detection of melanoma. DePicT melanoma Deep-CLASS is a proposed system where the input images are retrieved to provide users with recommendations associated with their desired problem such as images of the affected area. The main component of DePicT Melanoma Deep-CLASS is CNN with sixteen layers and two additional layers; one for input and the other for output, which could be learned and trained. Three main characteristics in DePicT melanoma Deep-CLASS assist and enhance this system, Equivariant representations, and Sparse interactions. Within the framework of using deep neural networks, a classification of skin lesions using a single CNN is demonstrated in [8]. Two cases are used in this approach: the first represents common cancer correspondence; and the second represents the deadliest skin cancer correspondence. In [9], transfer learning for classification is used. The principle of transfer learning is to begin from patterns that have been learned previously from variant problems rather than beginning from scratch. Transfer learning is usually performed with the use of models that are pre-trained in the classification of images. The pre-trained weights which are used as pre-trained models are Inception ResNet v2, ResNet 152, and Inception v3. In this system, Inception ResNet v2 architecture is used as a pre-trained model to achieve the best results on all layers and replace one fully connected, one global average pooling, and a softmax layer with top layers that allow classifying only two categories. Depth-wise Separable Convolution, which is a separable depth-wise filter, represents the main part of MobileNet.

Pre-processing of the image dataset is used in [10]. RGB plane masking operation and thresholding segmentation are the main considerations of this system. By using threshold segmentation, the image is converted into a binary image. Some of the features are extracted, namely, shape, entropy and energy. Classification using Inception V3 CNN and Inception V4 CNN is used [11]. In this approach, the extracted features from CNN are combined with other features like colour and texture, which are obtained from the lesion region of the images. Class probabilities and two bounding boxes are generated in YOLO and a single CNN can make multiple bounding boxes and class probabilities for the Region of Interest (ROI). Full images are used in YOLO-CNN to optimise the detection performance. YOLO is characterised by three characteristics: its speed. The optimisation process in this architecture is performed with RMSprop, by considering the merit of parallel computing on GPUs. In the training phase, melNET adopts the backpropagation method with the Inception-v3 model by feeding the errors from each iteration, reaching to fine-tuning weights of the network. The prediction or diagnosis of the model is executed by inputting lesion images into the system. Main goal of architecture is enhance performance by increasing the dimensions of the network without any sudden load on computation. An automatic skin lesions classification method is presented [12].

In this approach, AlexNet is used in various ways with the transfer learning consisting of fine-tuning weights of model, GoogLeNet is modified and presented in where the data is sent for the inception block from the previews layer. As a result, at the end of these parallel operations, each output is combined as input for the next layers of this CNN. To overcome the overfitting problem, this architecture uses inception modules instead of fully connected layers. A combination of CNN with ANN is proposed in [13], this framework consists of pre-processing data as a first stage. To get the best decision, two different classification algorithms are combined CNN and ANN. There is a very small percentage of the view for
dermatologic lesions, therefore, the lesions could be too tiny to be recognised if the scale of the image is decreased. The next step is the use of bilinear interpolation to recognise images into 300×300 pixels. The last step in this architecture is the admiration of CNN on the increase of fly data such as vertical and horizontal flips, zoom (90–110% of length and width) and random rotation (-10, +10) to boost the dataset. To increase the performance of classification, authors in [14] used both spatial and spectral. Two identical hyperspectral imagers are used to collect hyperspectral images. The separation of Spectral from images is according to the Fabry-Perot Interferometer (FPI). The advantage of using FPI is that it helps in making fast spectral domain scanning. The wavebands of the imager are from 450 nm to 850 nm. The problem statement is related to the classification of skin images into melanoma and non-melanoma classes using deep learning techniques. The research aims to develop a robust and accurate model that can effectively differentiate between these two classes based on skin scan images. The study focuses on enhancing the features of the images to improve the classification performance and ultimately contribute to the early detection of melanoma, a type of skin cancer.

3.DATASET AND METHODS
In this paper, four stages are adopted as part of the methodology: obtaining the dataset, preprocessing data, feature extraction, and classification. where the implemented framework for CNN-based skin image classifiers is performed using machine specifications, 8 GB DDR4 RAM, and CPU Ryzen 5 using MATLAB 2021a. 3550H, GFX 2.10 GPU with Windows 10.

3.1 Dataset
The skin images dataset was acquired from Kaggle, it is a dataset including two classes (melanoma and non-melanoma), and each class has the same number of images. In the source dataset, classes are divided into three folders (train, test, valid) because the dataset was trained using Python. In this study, we combined all these folders into one folder using MATLAB as in Table 1.

![Table 1. Characteristics of the Dataset.](image)

<table>
<thead>
<tr>
<th>Types</th>
<th>Train</th>
<th>Test</th>
<th>Valid</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Melanoma</td>
<td>5341</td>
<td>1781</td>
<td>1781</td>
<td>8903</td>
</tr>
<tr>
<td>Nonmelanoma</td>
<td>5341</td>
<td>1781</td>
<td>1781</td>
<td>8903</td>
</tr>
</tbody>
</table>

In the dataset, 80% of images are used to train the model and 20% are used for validation. The training process is performed on three levels to reduce the number of used resources.

3.2 DCNNs

3.2.1 MobilNet-v2
MobileNetV2 has 53 layers deep, as illustrated in Fig. 2, and requires 3.5 million operations with a parameter size of 13 MB [15–16]. It is an advancement over the previous MobileNet and MobileNetV1 versions, which were meant for embedded use. A small accuracy loss results from the simplicity, which is looked into. Both architectures can categorize photos into up to 1000 item types because ImageNet has assessed their performance.
### 3.2.2 ResNet-18 Model

ResNet-18 is a type of deep neural network that uses skip connections or shortcuts that pass through some layers. In ResNet-18, a residual block is the main structure consisting of 71 layers and 78 connections in 8 residual building blocks, as shown in Fig 2. [17]

![Figure 2: ResNet-18 Structure.](image)

A type of shortcut is utilized to skip the convolutional layer [18]. Output and input vectors through the convolutional layer can be directly added [19]. A ResNet-18 model was introduced in 2015 [20]. Moreover, it has structures like the brain’s cerebral cortex [21].

### 3.2.3 SqueezeNet

As we only have two classes, despite having 50 times fewer parameters than AlexNet, it has an excellent accuracy. As seen in Fig 3, SqueezeNet has 18 layers and can categorize photos into up to 1,000 different item categories.

![Figure 3: SqueezeNet CNN Architecture.](image)
Fig 3 shows the SqueezeNet architecture. It starts with a solo convolution layer (conv1), A Fire module consists of an enlarged layer with a combination of 1x1 and 3x3 convolution filters feeding into a squeeze convolution layer.

3.3 Analysis of Skin Scan Images

We provide sufficient number databases to overcome the disadvantages of extracting features and obtaining high resolution. To achieve our aim, we used two experiments: Frist experiment, realisation for all datasets is executed from the original size, to be performed using the CNN proposed model. Next, we divided each dataset class in half, using 80% for training and 20% for testing. As seen in Fig 4. The training dataset is then supplied to ResNet-18 for training.

![Flow diagram of the Proposed Method to Train the Original Dataset on ResNet-18 to Experiment (1).](image)

Second experiment used the same split class of dataset as the first experiment (80% for training and 20% for testing). We added some utilised image enhancement techniques to enhance the quality of the input images. The methods include morphological structuring [22-24], clustering channels RGB, LAB-image, RGB image, and histogram equalization [25]. The final step before training the new dataset, rotating all images 5 degrees to obtain data augmentation.

Now, We will explain all the techniques used:

3.3.1. Morphological structuring

Image segmentation is done using morphological processes. Finding areas in a picture that represent things or significant portions of objects is known as image segmentation. The filling of minor gaps in objects, the division of almost overlapping or neighbouring items, and the reunification of broken borders into continuous segments are typical uses for morphological operators. The formula used to decide whether to operate the pixels using erosion or dilation [26]

3.3.1. Dilation:

The value of the output is equal to the sum of all the values of the nearby pixels to the input pixel. As shown in Fig.5, in a binary picture, if any pixel is assigned to the value 1, the output pixel is also set to 1.
3.3.1.2. Erosion:

The total of all the values of the pixels that are close to the input pixel determines the value of the output pixel. In a binary image, as shown in Fig. 6, if any of the pixels are set to 0, the output pixel is likewise set to 0.

In our study, we used the erosion type of morphological operation with a 7*7 structuring element in the type of desk. Moreover, Generally, structural elements that are two-dimensional or flat are significantly smaller than the image that is being processed. A tool for segmentation is MATLAB, which is software designed for high-performance languages in technical computing [27]. A morphological structuring element is created using the MATLAB function "Strel," as seen in Equation 1 and Figure 7. The syntax for the structural element, SE, is as follows:

\[ SE = \text{strel}(\text{Desk},7) \]  (I)
Where parameters are a list of characteristics that describe the shape's size information and shape is a string indicating the desired shape. The supported forms are all included in this table. The characteristics that strel can take vary depending on the form. The details of how to make each type of structural element follow [28].

### 3.3.2. Clustering Color

This process is similar to k-means clustering which is used to classify a set of things based on certain features or characteristics. Thus, we can classify the image channels based on their basic components (RGB), as shown in Fig 8. Then will convert it into a binary image. Each channel in the image has become an independent image with two dimensions but it carries one single color. This operation removes all noise on the skin scan images such as hair. It then, combined RGB channels to produce new colour images after cleaning each channel from noise. In this way, we have produced a new dataset that has clear advantages for computers that enable them to easily identify them and train the simple network and get higher results compared to other methods or when using real data taken directly from the skin.

![Figure 8: The process of Separating the Image Channels into RGB. (a. original image, b. R-channel, c. G-channel and d. B-channel).](image-url)
3.3.3. Unsharp filter

The unsharp filter is a fundamental sharpening operator that improves an image's edges and other high-frequency elements by deducting a smoothed-out or unsharp copy of the original picture. The unsharp filtering process is widely employed in the photographic and printing industries to sharpen the corners. Using the following Eq (2), unsharp masking creates an image $g(x,y)$ from an input image $f(x,y)$.

$$g(x,y) = f(x,y) - f_{smooth}(x,y) \quad (2)$$

3.3.4. Histogram Equalization

This method is the second phase in the study's process for enhancing contrast by altering the intensities of skin scan pictures. When a picture represented by an intensity value range that limited, this method often boosts the overall contrast of multiple images. The method can improve the effectiveness of structure in skin scan photos as well as the detail in either overexposed or underexposed shots, as shown below in Fig 9. The intensities The histogram can be more consistently distributed, using the entire range of intensities. This allows locations with low local contrast to acquire higher contrast.

![Figure 9: The process of Producing a New Colour Image After Applying the Unsharp Filter and Histogram Equalization (a.oraganal image, b. new image).](image)

3.4 Transfer Learning

Transfer learning is used in the proposed classifier's CNN model to increase learning effectiveness [29-31]. Transfer learning is the process of transferring and reusing knowledge acquired while resolving one problem to address another. We must develop two elements to carry out transfer learning:

- The network architecture is shown as a series of layers. This is made by making changes to an already-existing network, such as ResNet-18.
- A dataset of skin photos with specified labels will be utilized as training data, which is often made available through data storage.

4. EXPERIMENTAL RESULTS

The training outcomes of (MobilNet-v2, ResNet-18 and SqueezeNet) DCNN models are covered in this section. We used data sets [25] for this paper. There are two experiments in this study; In the first experiment, the suggested classifier, which has 8,903 instances for each class and a total of 17,806 datasets collected from the training dataset, extracted 14,245 skin photos for each class, 3,561 for the validation step, and 32 minimum batch sizes. The low-complexity CNN model's training phase involved the processing of these images. Ten epochs are used in the CNN model. Figure 10 shows the performance specifics of the training accuracy results from experiments (1) and (2).
Figure 10: Comparison Results of Training and Testing Accuracy Between Experiment (1) With Experiment (2).

For Experiment-1 and Experiment-2 in (MobilNet-v2, ResNet-18 and SqueezeNet) DCNNs models respectively, The accuracy and loss are observed as seen in Figures below.

Figure 11: Accuracy and loss of Training for the Original Dataset in MobilNet-v2 (Experiment 1).
Figure 12: Results of Accuracy and Loss in Training for the Original Dataset in ResNet-18 (Experiment 1).

Figure 13: Results of Accuracy and Loss in Training for the Original Dataset in SqueezeNet (Experiment 1).

Figure 14: Results of Accuracy and Loss in Training for the Original Dataset MobilNet-v2 (Experiment 2).
Figure 15: Results of Accuracy and Loss of the New Dataset’s Training in ResNet-18 (Experiment 2).

Figure 16: Results Accuracy and Loss of the New Dataset’s Training in SqueezeNet (Experiment 2).

A confusion matrix for the training and testing dataset illustrates how well the model predicts the class used in supervised learning. The proposed model predicts the correct classes for the two classes in the validation test. Each column of the matrix represents the number of predictions for each class, whereas each row represents the actual class instances. The confusion matrix keeps track of the results, for experiment-1 and experiment-2 in (MobilNet-v2, ResNet-18 and SqueezeNet) DCNNs models respectively.
Figure 17: Results of Confusion Matrix in MobilNet-v2 Experiment 1

Figure 18: Results of Confusion Matrix in SqueezeNet Experiment 1
Figure 19: Results of Confusion Matrix in ResNet-18 Experiment 1

Figure 20: Results of Confusion Matrix in MobilNet-v2 Experiment 2
Figure 21: Results of Confusion Matrix in ResNet-18 Experiment 2

Figure 22: Results of Confusion Matrix in SqueezeNet Experiment 2

Table 2 illustrates the measurement of performance. The metrics used to evaluate Accuracy, Specificity, Sensitivity/Recall, Precision, and F1-Score are TP, TN, FP, and FN.

<table>
<thead>
<tr>
<th>True Positive TP</th>
<th>False Positive FP</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\frac{TP}{TP + FP}$</td>
</tr>
</tbody>
</table>
To be more specific details of each class are in Tables 3, 4 & 5 for Experiment 1 and 6, 7 & 8 for Experiment 2.

Table 3: Results of Evaluation Training (MobilNet-v2) of Experiment 1

<table>
<thead>
<tr>
<th>Category</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F_measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Melanoma</td>
<td>91</td>
<td>95</td>
<td>88</td>
<td>89</td>
<td>92</td>
</tr>
<tr>
<td>Nonmelanoma</td>
<td>91</td>
<td>88</td>
<td>95</td>
<td>95</td>
<td>91</td>
</tr>
</tbody>
</table>

Table 4: Results of Evaluation Training (ResNet-18) of Experiment 1

<table>
<thead>
<tr>
<th>Category</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F_measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Melanoma</td>
<td>92</td>
<td>92</td>
<td>93</td>
<td>93</td>
<td>92</td>
</tr>
<tr>
<td>Nonmelanoma</td>
<td>92</td>
<td>93</td>
<td>92</td>
<td>92</td>
<td>92</td>
</tr>
</tbody>
</table>

Table 5: Results of Evaluation Training (SqueezeNet) of Experiment 1

<table>
<thead>
<tr>
<th>Category</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F_measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Melanoma</td>
<td>99</td>
<td>98</td>
<td>100</td>
<td>100</td>
<td>99</td>
</tr>
<tr>
<td>Nonmelanoma</td>
<td>99</td>
<td>100</td>
<td>98</td>
<td>98</td>
<td>99</td>
</tr>
</tbody>
</table>

Table 6: Results of Evaluation Training (MobilNet-v2) of Experiment 2

<table>
<thead>
<tr>
<th>Category</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F_measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Melanoma</td>
<td>98</td>
<td>99</td>
<td>97</td>
<td>97</td>
<td>98</td>
</tr>
<tr>
<td>Nonmelanoma</td>
<td>98</td>
<td>97</td>
<td>99</td>
<td>99</td>
<td>98</td>
</tr>
</tbody>
</table>
Table 7: Results of Evaluation Training (ResNet-18) of Experiment 2

<table>
<thead>
<tr>
<th>Category</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Melanoma</td>
<td>97</td>
<td>99</td>
<td>96</td>
<td>96</td>
<td>97</td>
</tr>
<tr>
<td>Nonmelanoma</td>
<td>97</td>
<td>96</td>
<td>99</td>
<td>99</td>
<td>97</td>
</tr>
</tbody>
</table>

Table 8: Results of Evaluation Training (SqueezeNet) of Experiment 2

<table>
<thead>
<tr>
<th>Category</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Melanoma</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>Nonmelanoma</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
</tr>
</tbody>
</table>

5. Conclusions

Using three convolution types of LWCNNs models (MobilNet-v2, ResNet-18 and SqueezeNet), we created a deep-learning method for classifying melanoma and non-melanoma skin lesions. This method makes use of picture enhancement as a preprocessing step to increase classification accuracy. Without any dataset augmentation, the results supported the comparison of the two scenarios. In the first, the obtained value of training accuracy is (93, 95 and 91) % and the testing accuracy are (90.09, 90.54 and 90.4) %, using original datasets only. In the second experiment, the obtained value of training accuracy is (99.7, 96.3 and 92) % and the testing accuracy are (94.41, 94.14 and 91.43) %, using a new dataset obtained from enhancing the features of skin scan images. From the experimental results, this work concludes that dataset preprocessing contributed to enhancing the classification output. Future research ideas include incorporating more datasets that have been endorsed by the World Health Organization as well as developing more effective techniques. Additionally, to speed up the execution of data analysis and assist medical professionals in the early detection of melanoma, an integrated system might be developed.
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